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Preface

With the increasing complexity and astyonomical costs Eu
associated with the design and produchion of space systems, iﬁ
availability and reliability are among the most importaat £
factors to consider when building space systems. Alzo, as ‘
repair of space systsms becomes more feasible with the advent
of the shuttle and other upcoming space pro acts, -
maintainability is bhecoming another important factor in space .
system design. But ncne of these factors can be applied
without a thorough undarstanding of the theoxy behind ;
availability, reliability, and maintainability. ﬁ

The purpose of this study is to verify the nypocthesis
te that Monte Carlo simulation is the best method of finding ;
lowver confidence bounds for the avallability and reliazbility |

of mainta:ned systems in different coanfigurations. Also,

B e ]
[

this study verifies that once a lowar confidence bound is
found, it is the same over the lifetime of a maintainad
system.

I would like to thank wmy thesis advisor, Professor “~
Albert H. Moorxe, for his most valuable and very e)pert advice
and guidance during this s%udy. I would also like to thank

Lt Col Jomeph W. Coleman, my reader, for his help and -




guidanse during this study. Finally, I wish to vhank my ﬁf
husband, Nick, for his @*ncouragement and wmoral support during e

b
tvhis study and throughout this master’s program. fﬁ
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Abstragt
T/‘/"\ “ - )
© This rwswarsh determined the feasidility and efficiency

of a Monte Carlo method of simulating the lower confidence
limits for the availabilities and reliabilities of maintained
systems. The steady-state availabilities of single-unit
systems and the time-constrainad availabilities and
reliabilities of two-unit parallel systems were simulated.
First, a baseline of :;;uegb;;ponenti¢11y~distributod
Mean Time Between Failures (MTBFs) and Mean Time To Repairs
(MTTRs) were simulated using the chi-square distrxibution.
Then other MTBFs and MTTRs were simulated to represent
sampling of other systems. The availabilities and
reliabilities were fouad using these simulated MTBFs and
MTTRs. Next, simulated availatilities and reliabilities were
ordered, and lower confidence limits vere found. Thase lower
confidence limit point ezvimates were compared against the
syastems’ exact availabili%iek and reliabilities. Lastly, the
success of this Monte Cui:ls mathod is determined by how well
the simulated lower confidence limit availability and
reliability point estimates cover the exact availabilities

and reliabilities. =~ .. -

ix



VERIFICATION OF A MONTE CARLO SIMULATION

METHOD TO FIND LOWER CONFIDENCE LIMITS
FOR THE AVAILABILITY AND RELIABILITY OF
MAINTAINED SYSTEMS

I. Ia%xoduction

The reliability and maintainability disciplines became
firmly established in the 1950‘s due to the United States’
increasing emphasis on its military and space programs. The
need for enginears to develop more efficient and
longer-lasting equipment for these prcgrams was due to
several factors:

a) high equipment failure rates

b) inflation which increased the cos®t of buying and

maintaining equipment

¢) increased agquipment complaxity

d) the desire to davelop a methodical approach to

minimize causes of failure (Fullerton, 1969:1).

Then and now, engineers are interested in three general
areas when designing systems - reliability, maintainability,
and availability. Reliability is “the probability that, when
operating under stated environmental conditions, the system
will perform its function adequately for a specified interval
of time" (Kapur,Lamberson, 1977:1). Maintainability is "the

probability that a failed system can be made operable in a
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specified interval of downtime" (Kapur,Lamberson, 1977:22%).
Thus, a maintained system iz oune that car be repaired. The
measure& that includes both reliability and maintainability is
availabili%y. Availability is “the probability that 3 systen
is operating satisfactorily a%t any poirnt in time and
considers only cperating time and downtime, thuz excluding
idle time“" (Kapur,Lambaerson, 1977:22%). An engineer can be
gsure his design is sound if he can measure the reliability
and availability of the system, and those measures fall into
liis specified confidenca interval. A confidence ' “erval is

a range of values which is believed, with »

preassigned degree of confidence, to include the

particular value of some parameter or charac—

teristic being estimated. The degree of con-—

fidence is related %Yo the probability of ob-

taining by random samples ranges which are

correct [James,Beckenbach, 1%68:65].

Many statisticians have done previous wori in developing
and evaluating techniques to obtain the confidence limits of
system reliabilities and availabilities modeled by different
underlying distributions. One of the first works presented
came from Mary Thompscn. Thompson devaloped analytizal
techniques to determine confidence limits for the
availability of exponentially distributed repairable systems
in 1966 (Thompson, 1968). In the following yvear, Louis Levy
.nd Albert Moore introduced a Monte Carlo simulation
technique to estimate reliability confidence limibts Trom

component tesgt data with gormal. gamma, or Weib=all

[
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probability distvtributions (Levy,Mooxe, 1967). H. L. Gray and
W. R. Schucaay extended Thompson‘s technjiques to find
availability confideuce limits for systems with lognormally
distributad repair tvimas in 1969 (Gray,Schucany, 1969).
Hewever, work has 't tO be done to obtain confidence limits
fo “he availability and reliability of maintained systoms

usi.g Monte Carlo sizmulation with simulated system data.

Statement of the Pyoblem

Markov models and exact analytical techniques have been
used to produce confidence limits for the reliability and
availability of maintained systams. However, as system size
and complexity grows, these models and techniques become very
hard te apply. A quick and efficient Monte Carlo simulation
method is needad to find confidence limits for the
reliability and zvailability of maintained systems, and an
assessment of the accuracy of the methocd is neesded. According
to current literature, a Monte Carlo simulatvion can identify
independent cr dependent systen failures cccurring in either
simple or complex systems (Almassy, 1979:366). .lonte Carlo
simulation can also model systems with general failure and
repalr distzyibutions. (In this came, the failure and respeir
distributions are assumed to be exponential because the
axponentiat distribution ancurately models the failuare of
most compiex elwctroniv sywtemns and provides a Yair wodel for

the wepai1v of a2lectronrc systems [ Thompson, 1966:367.)
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Therefore, Monte Carlo simulation will pravide an zasy and
accurate method of obtaining reliability and availability

confidence limits for maintained sys-ems.

QRlectives 9f the Reseaxich
The overall objective of this research is vo develop ar

efficient Monte Carlo simulation to find confidence limits

for the reliability and availability of maintained syztems.

The subobjectives foxr this research are ar follows:
a) to develcop a Monte Carlo simulation maethod to find

‘L}ﬁ:*] availability confidence limitve for small sample,

ﬂ ;h gingle system configurations

i:{i’ k) to find the availability for a single system con-

: figuration system configuration using aun exact
analytical techonique

c) bto evaluate the accuracy of the Monte Cario
simulation method by comparing the Monte Carxlo
confidence limiva to the exact avallability
for « single system configuration

d) to expand the Monte Carlo simulation to get both
reliability and availability confidence limitvs for
srall sample, parxailel systen configurations wich
time and, if time permits, mors compleax systems

@l to presant % @ actual percentags covsrage »f tho

confideuce intervals of the complex: sysiens se

another way of determining %he accuracy of tihie
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method of obtaining confidence limits.

Methodoleday F N
The ovaerall approach foxr this regsarch is to use a Monte FTE

Carlo simulation to estimate the availabilities and relia- Eﬁ&

bilities of maintrined systems and determinse the lower confi- F{f

dence linmits fc ath. This Montae Carlo simulation will

generate sample Msan-Time-To-Repair (MTTR) and Mean-Time-Be- ;ﬁf

tween-Fail e (MTBF) values from the chi-square distribution. "3

The MTTRs . nd MTBFs are axponentially distributed and are

from swall amples (t#n to fifty system configuratioms). ;ﬁj

The samples :¥e Type II censored <amples which are a set of
n items that are tested until a specific aumber of failures
have cccurxed (Moore, 1963:460). Izput sample MTTR ( ¢) and
MTBF ( ) values will form the “real world® baseline data
against which the xest of the values will be compared.

The simulation will initiaily consist of two parts. A
First, only the availability of a single system configuration
will be eastimated using the gensrated MTTRs and MTBF«s. The

agtizated availability is found from thea fcllowing equation

1% PR R P

(Kapvr,Lamberson, 1977:228)

Apa = MTBF/{(MTBF + MTTR) (1) N

The rwliahility ¢f a single system configuration will

not be estimatawd becauwe if a systsm 1s not available, it has f

¥
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failed, and at that point, it has reached its rxeliability 'éi
limit. However, for the second part of the simulation, both ﬁjg
the availability and reliability of two—unit parallel systems &ik
with repair will be estimated, again by using the generated g?i
MTTRs and MTBFs. The xvailability and reliability equations i;;
for parallel systems are as follows (Shocvman, 1366:341-346): ?'7

ACt) = (1=O\K/rgr.)) - AN/rgr, (2) ‘ :
(.xat/ra _ .rqt/rq)
where -
b
A= 1/8
u=1/¢
X= 2A for an oxrdinary msystem L -
N« A for a standby system )
u’~ M for one repairman
Ml' Klﬂ for more than ons repairman :
ke, > 1)
;f; u for one rapairman
;ﬂ- Zu for Ywo repairmea




y
H= k,l for worea than two repairmen

(k, > 2)

2
Vi 7 ’

!'3, rﬁ m [~ AtAFutpu’) 4/~

(CCA+ X+ u'% iy wk2)

1/2

- (AAN+ X v uu N %2

- ‘ - r ¢
R(t) (A+ut rllr1 rz)n 1 {(3)

- ! - rs
(A¥+ut l'z/r1 rz)c 2

) r %
N e r t
()\/21 rz)m 2
wheare
Fyoxy = [-() +X4uy ¥/ (CA+ N+ u')yan2

2y,2

- aAN)
A - 2)A for an ordinary systen
4
A= ) for a standby syTstem

u’* #4 for one rspairman

Mlt kuy for mcsze than one rapairman (k > 1)

Reliabilities can be found for tha two-unit system
configuration becauss one unit {n a parallel configuration
may fail, but ite parallel unit may ®%ill be available, so
the configuration still works. Thus, %he parallel system
configuration has a reliability that differs from the
availability. {(The repaivable, parellel, single repairman
configuration will be considered in *his simulation; others

will be considered as time permits.)

e

e
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After hoth parte of the simulation have besn run, the §£
lowaxry confidence limits are found and,; by simulating a large Eﬁ
number of trials, a higher lavel of accuracy in estimatioa ?ﬂ
can he ohtained. This Monte Carlo simulation methed can be ig
assassed and verified by how times ¢he confidence interval :}
containsg the true system availabilities apc reliaiilitvies. '
Ssquence of Presentvation P
The next chapter summarizes the literiture available on .
this subjact from the 1960s to the premsent. Chapter 3
presents the Monte Carlo simulation models desiygns and the ;‘
aguations apd variabies used in the model. Chapter 4 ~
discusses the simulation results in answer to tha thesis
subobjectives and oconclusions. Lastly, Chapter 3 presents a :
sumnary of tha research effort and recommendations feox future t
studies. .E
L.
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IT. Litexatuxe Review

As previcusly stated in Chapter I, statisticians and
thecrists have been developing various techniques to fiad
availabilities and reliabilities of maay different system :;}
configurations with many different underlying faiiuzxe orx [ Y
repair diatributions. This chapter will review some of that
work, divided into thesa different areas as much as pomsible:
availability, reliability, Monte Carlo simulation of Q;

availability or reliability, and claasic books.

Works on Availability A
Thare have been several works published foousing L

stxictly on availability since the mid-1960%. In the year

‘"‘. following Thompson’'s work on analybvically destermined l

availability confidence limits, John Buzacotv showed how to

.i‘li

§5~V3ﬂ. reduce reliability block diagrams of repairable

series-parallel systoms to find the MTBF and availability of ‘f;
the system components (Buzacott, 1967). Also in 1967, H. L.
Gray and T. 0. Lawis presented an analytical method to find

wiadct system availability corfidence limites with [
exyunentially distyxibuved MTEFs and lognormally distributed

MTTR® (Gray,Lewis, 1967). In 1969, Kenneth Grace gave a

4‘”5; comparison between & Markov model and some approrximation 4
techniquus used to find the steady -zstate availability of
repairable sysvems vwith limited component spares (Gracoe,

y

[
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i969). 1In 1570, Buszacott did some more ressarch on

repairable systems, this time using network diagrams to find o
systew availablilivy and failure {xyequenciss (Buzacott, 2%
1970b). In 1973, David Chow presentad a mathematiocal model to
find the availabilivies of & redundant, repairabls system Ei
with a stendby. The systam had to have g components ;
available %o work, and the undexlying failurs rates ware
congtant with generally distributed MTTRs (Chow, 19793).
Several yvears later and building on the works of Thompson,
Gray and Lewis, and Gray and Echucany, Mcochamad Hasaballa,
Albert Moore, and Joseph Cain presented an exact analytical ;:
mathed of finding lower confidence limits on steady-state
asymptotic availabhilities of systems with exponentially
distributed MTBFs, and exponentially and lognormally {:
distributed MTTRs (Hasaballa and others, 1983). In 1983, B
another work concerning repairable systems was published by
Richazd Kenyon and Richard Newell. They gave an exact E
asalytical sclution and a Fortran program designed to fi-cd -
the gsteady-state availability of a system needing k-out-of-n

components to functionm, but allowing only one rapair for the

preees o

systom lifetime (Kenyon, Newaell, 1883). During the same year,
Eépan Funuemark and Bent Natvig broke new ground with their

presantation on how to find upper and lower confidsnce limitse ;
for the availability of multi-state component systems

(Funnemark ,Matvig, 1983}. Lastly, in 1944, JIgnacio Meandexz

o :

introduced a method of finding the steady-state availability r

10
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for n unlike parallel or n unlike sexies components with
axponantially distributed failura and repair rates (Mender,
1984). All the above works have bearing on this thesis
because they’ve considered repairable or complex systems,
exponentially distributed failuze or repair rates, confidence
limits, or steady—-state avajilability. The next section
presents reliesbility works which have considersd the same

factors.

Works on Religbilitvy
The list of theorists working on reliability prediction

techniques is quite axtensive, and this section gives only
the highlightse. Star%ing in the earxly 1360s, Thomas Buranett
and Bavarly Wales presented an analytical method and a «<imple
Monte Carlo method to determine system reliability confidence
limits from component tast results (Burnett,Wales, 1961). In
1963, Oscaxr Baernhoff researched a method to analytically
determine system relizbility confidence limits by combining
the components’ reliability estimates to get the overall
failure probability density function. He also determined
that a Morte Carlo simulation of the overall system
distribution was much easier to use when component sstimates
were from two or more dissimilar distributions (Bernhoff,
1963). Also in 1963, Malceolm McGregor worked out a method of
determining the reliabilities of repairable systems with n

identical parallel components having exponentially

11
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distributed MTBFs and MTTRs (McGragor, 1963). In 196%, Albext
Madansky revealed how to combine component reliability
estimates gathered by separate tests Yo determine the ovsrall
complex syavam zx&liability (Madansky, 1965). Then, in 19€6,
L. Htun used McGregor’'w findings im his work about using
transition diagrams describing different states of repairable
2% nonrepairable systems to determine raliability (Htun,
1966). 1In 1970, Buzacott presented yet suother astudy, this
time os special Markov techniques for Aetermining the
reliability (and availability) for a large number of states
in repaixr«ble systems (Buzacott, 1970a). (Earlier, in 1966,
Kenneth Blakney and Frederick Dietrich presented a thesis
covaring Maxko7s reliability processes known to that Sime; R.
Fullexton updated that list in 1969 (Blakney,Dietrich, 1966;
Fullexton, 1269].) Then, in 1972, building on Madansky‘s
work, Robert Easterling pressanted a technique for determining
the maximum likelinood estimate of system reliability from
componant test results and subetituting that estimate into an
incomplete bate fun.tio~ to determine reliability confidence
limits (Eastarling, 197Z;. Nex*t, Naucy Mann and Frank Grubbs
presented several methods of approximating reliability
confidence limits for series or farallel systems using
component test results gathered from Type I or Type II
censoraed sampling; they based their work on studies done
previously by Madaneky and Easterling {Mann,Grubbs, 1974).

Later, in 1977 and 1978, Eldward Bilikam and Albert Moore

12
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publizhad a extended study on estimating reliability
confidence limits from mulbtiple independent grouped censoraed
samples with failure times known or unknown (Bilikam,Moore,
1977 and 1978). Looking again at the techmnique of using
Markov processes to determine system reliability, Joseph
Foster and Alberto Garcia-Diaz formulated generalized Markov
nodels for thrae classes of reliability: systems with
catastrophic failure, systems that must be down to bhe
repaired, and systems that can be reapaired while functioning
(Foster,Garcia-Diaz, 1382). Again, in the araa of
mulvi-state systems, David Butler presented mathematical
compuvations for finding complex muvlti-state system
reliability bournds in 1982 (Butler, 1982). 1In the same year,
I. Gerbvsbakh also presented mathemavical forwmulas %o
determine upper reliability confidence limits for paralliel,
series—parallel, and k-out~of-n systems, all with axponential
component distributions, and Type I or Type 11 censored
sampling {(Gertsbakh, 1982). More mathematical formulas wersa
presented by Tetsuo Miyamura for combining exponentially
distributed component and system estvimates to debtermine
component reliability (Miyamura, 1982). Lastly, one of the
more recent works was presentad by Tze Li in 1984 when he
demonstrated the use of an empirical Bayes estimator for
determining system reliabiliuy using a large sample size of
systems with exponentially distributed failure rates (Li,

1984 .

13
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Monte Carlo Computer Simulatvion Works

The projects presented in this saection represent work
done in the areas of availability or reliability specifically
using Monte Carlo simulation techniques. Baginning in 1960,
Deonald Orkland publishaed a pioneer simulation study on
finding lower confidence limits for system reliadility using
only sample componant failure dava {(Orkland, 1960). Two
vears later, W. Connor and W. Wells erxpaunded Orkland’s work
with a study of their own which found system reliability
confidence intervals for serially arraaged componentg with
binomially distributed failure rates {(Connor,Wells, 1962).
Next, in 1964, Louis Levy devised a Monte Carlo method to
find system reliability confidence limits using component
test data with exponential, Weibull, gamma, normal, or
lognormal failure rates. He based his method on previous
worky by Burnett and Wales, and Bernhoff (Levy, 1964). The
following yeaxr, Albert Moore presented au extensicp of the
Monte Carlo technique used by Levy to fiud confidence limits
when the distribution or joint distribution of the estimators
wera unknown and the data came from Type I oxr Type II
censored sampling {(Moore, 196%). Then, in 1367, Levy and
Moore presented a joint paper on a more efficient Monte Carlo
simulaticon technigue to estimate reliability confidence
limits from component test data having normal, gamma., or
Waeibull failure distributions (Levy,Moore. 1987). In 1968,

Leonard Doyeon and Martha Berssenbrugge presented a
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computational method which represented system states as
differential equations and iteratively calculated reliabllity
and availability estimates; they hased their work partly omn
Htun‘s work (Doyon,Berssenbrugge, 1%68). During that same
year, Donald Gilmore presented a study that used Monte Carlo
methods to simulate failures of a component reliability block
diagram to estimate® the overall complex system reliability
(Gilmorxre, 1968). In 1972, Robert Lannon devised a Moate
Carlo tachnigque to determine the reliability of a complex
system with dissimilar components having Weibull failure
distributions. Previous studies by Bexnhoff, and Levy and
Moore provided a basis for his work (Lanmon, 1972). Next,
over the period of two years, Satish Kamat, Michael Riley,
and William Franzmeier jointly published studies on using
Mcnte Carlo simulation to find complex system xeliability by
inputting reliability flow graphs and minimal tie-sets

{Kamat ,Riley, 19735; Kamatbt,Franzmeier, 1976}. Next, Hiromitsu
Kumamotc, Kazuo Tanaka, and Koichi Inoue publishad a study
based on previous work done by Levy and Moore, and Kamat,
Riley,; and Franzmeier. They developed a Monte Carlo
simulation to find system reliability using reliability block
diagrams or fault tree analysis with a controlled variate or
importance sampling technigue {(Kumamoto and others, 1977). In
1980, Malcolm Easton and C. Wopg used a sequential
destruction method to est -mate reliability for systems of 100

cr more compouents aud wiin dependent or 1ndependent
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component failures; their work is based on the work of
Kumamoto, Tanaka, and Inous (Eazston,Worng, 1980). In turn and
in the same yeayr, Kumamcto, Tanaka, Inoue, and Ernest Henley
presented a study hazed on Easton and Wong's work which found
the unavailability of large, complex systems by using dagger
sampling which decraeased the number of trials and computation
time of the Monte Carlo simulatior {Kumamoto apid others,
1980a). Thay also published another study in late 1980 which
gave a technique to estimata the unreliability of large,
repairable systems umsing a state transition or indirect Monve
Carlo method (Kumamoto and others, 12980b). Two years later,
another foursome preseunted a study on three different Monte
Carlo techniques used vo find system reliability confidence
limits; Kathleen Depuy, Jon Hobbs, Albert Moore, and J.
Johnston developed and analyzed thae accuracy of univariate
agsymptotic, bivariate asymptotic, and ‘modified double Monte
Carlo’ technigues. They based their work o studies done by
Orkland, and Levy and Moore (Depuy and others, 1982). Tn
1983, Roy Rice and Albert Meore published a paper describing
4 Moante Carlo simulation using pass—fail data, and they
eiplained how to rtreat no failure cases. Their work was
based, in part, on EKEasterling’s, Orkland’s, and Levy and
Mcore’'s previous works (Rice,Moore, 1983). Lastly, one of
the latest works was presented in April, 1985 by Kadaba
Goprlakrishnan who developed a Monte Carlo model to find

general system :reliability, maintainability, and availapility

16
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with interruption factors and delays in xepair tvaken into
accouut. His model used findings previously given by
Gilmore, Kamat,Riley and ¥ranzmeier, and Buzacotb

(Gopalakrishpan, 198%5).

Classical Books

Although not previously meniioned, the dbazis foxr wany of
the articles on availanility, reliability, and konte Carle
s‘mulation summarized above came fxom two hocks. The firet
bouik, Mathematical Theory of Reijability, was writvten by
Richard Barlow ard Frank Proschan in 19635 and presented basic
mathematical vheories for xaealiability (Barlow,Proschan,
13€3}). The smecond book, Probabilistic Reliability: An

Engineering Apprpach, was written by M. L. Shooman in 1968

which gave an sogineering perspective to reliability (i.e.,
now to apply ialiability in engineering) (Shooman, 1968).
Both books are classics because they helped lay the basic

groundwork from which other studies were generated.

Gonclusion

Many studies have been done in the areas of system and
component availability and reliability, but many more arve
wre to be don. as today’'s equipment and syvrtems grow even

moxre complex.

AU PO I W S S




13T, Iba Mepte Gaxldo Simulaticn Modeld

This chaptex dercyibas the design and computabions used
in the Monpte Carlo simulation wodel. The simulatina model
was wged o fiad vhe availabilities of single-unit systems,

and the availabilitiass and veliabilities of two-unit nrdinary

parallel systewns,.

Single-Unit Systam

Gomputationy. The simplest mystaw o analyza is a
single~uni’ syster. This Monte Carlo model simulates the
availabilivy (A(%) where ¢ is time) of single-unit systems
having an expouneantial, or coasntant, failure distributions.
Now, if the single-unit system haz no capability to bw
repaived, the system availublliity will equal tha system .
reliakility. But, having & vaepsiz capabil ity ilncrasases the
pystem availability - & desirable systes charscteristizc. The
model comprration caloulates the avallability for a
repairable systaw which «3.11 bs lavger than the sysites
reliability. A Markov graph models Uhe wtates of siangle-unit
systeam availarilitiec in Faigure 3.3 (Bheoman, 1268:1338).

The symhols in ¥igure 3.1 are

Xy = tne element (or systos) in a state
A = 1/Mean Time Beotween Failuve (MTLE)

4 = 1 /Mean Time To Repsisr MTTH)

18
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% = the operating state of the systea

s, = the failure state of the systesm.

4% = change in tinme

(If the system was not repairable, s, would be an

“abworbing” state, and no return to s, would be possible .)

1-Aat 1- 4t
ALAt
~
r -—
So"' X' A AC S)‘ xl
[

Figure 3.1 Markov Graph for Single-Unit System
Availability (Shooman, 1968:338)
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The Markov graph sbabe probability eqvationw umed in

this sisalotion model axre az Tollows:

PoAlt) = /(A + ) + (AN aiiaxpl~CA 4+ u)it)))d  (4)

Pil(‘%) m A/UAT ) = A/ A uY(axp(-{ At u){B)})) (D)

S0, by definit¢tion, tvhe availability (oxr probability of the

system being operational) is Pso(t).
A(t) = Pso(t) 3
Now, ae % (or time) gets largery, the availabilitvy
function approaches approaches a certain value - a

“wteady-stavae” value. For the single-unit system, the

steady-rtate avallability (Ass(t)) ig

Aﬁm(ﬁ) = lim A(t) = pu/CA+ ) (79

Equabvion 7 18 tha equabtion used in the Monte Carlo model

o compute the steady-state availabilities of sample

single-unit sysbvems (Shoo san, 1968:238).
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Modsl. The simulation modsl usmed the following basaline

paranatars:

Maan Time Between Failure {1/ A} = 100 hourws

Mesan Time To Repair (17 4 ) = 20 hours

First, new estimates of MTBFa (9) ind MTIRs ( ¢ ) were

gernerated, thus simulating MTBFs and MTTRs from "true®

g e ’-

single-unit systems. These new MTBFs anrd MTTRs wexe than
used to simulate new sample MTBFs and MTTRs. Both samples

ware drawn using the chi-square distribution as tollows:

e
Y :

: 8 = (X% @)/2x (8)
B
{ where
- by = number of failures for the Type II
y censored sample

XZZI = randow number drxawn from the

chi-square distribution with 2x degrees
of freedom
and MTTRs were generated using the sama equation with

substituted for O.

Then, each sample © and ¢ were converted to A and u
respectively ( )\ = 1/0 and u = 14/ ¢ ). Finally, the

simulated steady-state availabiiity point estimates were

21
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found using

Aty = u/CA+u) (9)

In sunmary, sinﬁlated steady-state availabilities were
found for Type 11 censored zanple sizes of 10, 20, 30, and
30. Point estimates were found for the lower confidence
limits of 0.98, 0.9%, 0.90, 0.89%, and‘O.BO. The model ran

for 500 repetitions with 300 trials per repetition.

Two~-Unit Parallel System

This Monte Carlo model simulates the availabilities
(A(t)) and raliabilities {(R{(t})) of samples of two—-unit
ordinary identical parallel systems. The systems have both
exponential, or constant, failure and repair rates. The
computations and model for bhoth availability and reliability

are discussed below.

Availability Computation. Due to the nature of it's

configuration, the parallel system can have a repailr
capability that increases it’s cverall availability. If one
unit in the system fails, the syatem can keep functioning
with the operational unit while the failed unit is being
repairad. The different availability states thatv a parallel

system can be 1a are shown in the following Markov graph 1n
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Figure 3.2 (Sheccoman, 1968:344).

| a ! 3
! £ ‘ e ; :
i L-Aat oaoas | 5
{ m / :
Y v ‘.
I 1 X {
! ]
At i
/\ |
i.
S ;>__ . '
' 'J TX X
= Sezx, ¢, ANut PRI
s ;5 “ Figure 3.2 Markov Graph for Two-Unit Parallal System .
. ~ [ )
- Availability with Repair (Shooman, 1968:344)
n The symbols in Figure 5.2 are dafined as followa: E
. %, = both units operational '
" g S, T cne unit failed, one uni% operational
B N s, = both units failed
H ll,xz = unit designstors
A = 1/Mean Time Betweer Failure or 1/4
#t = 1/Mean Time To Repair or i/¢
;Lﬁﬂ} A’= 2A for an ordinary system
/
A= A for a standby system
{

H = [  for one repaliman
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u'= ky#4 for more than one repairman (k; > 1)
y”s 4 for one repairman
ﬂ”- 24 for two rapairmen
Mﬂv kzﬂ for more than t%wo repairmen (kz > 2)
At = change in time
Note that the Markov graph accounts not only for tha
failure of zero, one, or both units, but that it also
accounts for & differing number of repairmen working on the
system. This is an important point to consider for any
reapairable system. If too many vepairmen are working on a
system, a point of diminishing returne is reached when the
repairmen begin interfering with each other’'s work. By
varying the numbex of repairmen in the model, their effact on
systam availability can be simulated, and an optimum number
of repaizrmer can be found.
Finally, the availability equation usad in thig mcdel is
derived from Figure 3.2 (Shooman, 1968:343-346). The

equation is

A(t) = (1 - Ax'/rax4)

Y r ¢
- )\)\/z3 - rq(a 3 /r3

- &F b/r

ry (10)

3!
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+/- ((A+A+utpu) L
’ i s ? #
S ACAN B At pp ) )RR{1/2)]1/2 =
and other gymbols are as dafined fox Figure 3.2 E:
f.
Reliability Compputavion. Like the availability of a -l
parallel system, the reliability is better when tihie parallel ﬁ
system has a repair capability. The Markov graph in Figure f_
3.3 shows the different reliability states that a repairable o
parallel system can bs& in and transition to (Shocman,
1968:341). -
! A-Xat '_l_v()r,u./)A’: 1 )
7 ~
| f \[
0 ! .
! | )
t l '
t { '
i ‘| i AL At ! L
o e | .
| | // | J |
u__. . . > . PR, > - B ‘ '
i O = XX Mak SR ALt Sy RN i L
L
Fiqgqure 3.3 Markov Graph of Two-Unit Parallel System
Reliability with Repair {(Shooman, 1368:341)
r".
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The symbhols% in Figure 3.3 are defined as follous:

33 = both units operational
s, = one unit failsd, cne unit operatvional
S, = both units failed

= 1/Mean Time Betwean Failure or 1/4

= 1/Meanp Time To Repair or 1/¢

= 2A for an ordinary system

A
u
’
A
’
A = A for a standby system
u'- #4 for one rapairman

u’= ky for more than one repairman (k > 1)
A

4 = change in time

Again, the Markov graph accounts for the failure of
zera, one, or both units and the effects of differing number
of repairmen working on the system. Note, however, that once
both units are in a failed state = multvaneously, state s,
hecomes an "abscorbing™ state; the system has reached the
limit of it’s reliability for that cycle. Once the entire
system is repaired, the reliability cycle starts igain.

The reliability equation used in this model is also

derived from it‘'sw Markov graph (Shooman, 1968:341--342).

R(t) = Fio(t) + Psl(t) {(11)

where
Pe, () = ( Abu+ 2z, /r, - x e’ ©
0 : 1771 271
e r t
(At ut rz,'...1 rz)e 2
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Psl(b) = | )\/r1 - rz)e 1

- ’ - r t
( )\/r1 rz)a 2
/ V4
rllrz = [‘()\‘i’k"'ﬂ) +/"‘
o+ N+ )2 - g ) yxk1/231/2

and othar symbols are as defined in Figure 3.3

Model. The simulation model used tha following baseline

paraneters:

Mean Time Betweern Failure (1/A ) = 100 hours
Mean Time To Repair (1/.u ) = 20 hours
Simulated Test Time = 173 hours

Both the "true" sample MTBFs and MTTRs and the simulated
sample MTBFs and MTTRs were drawn from the chi-square
distribution in the same mapner dascribed for the single-unit
system availability simulation. Also, when the same seeads
for the random sample generation are used for both the
availability and reliability simulation, they correspond to
the same sample systemrs.

In summary, simulated availabilities and reliabilities
were found for Type I? censored sample sizes of 10, 20, 30,
and 3¢. Point estimates were found for the lower confidence
limivs of 0.98, 0.95, 0.90, 0.85, and 0.80. The model ran

for 500 repetitions with 500 trials per repetition.
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IV. Monte Carxlo Simulation Results

o

A—:,'-vrs r’. 'l’/.', LT

After the Monte Carlo simulation mndel was run as
described in Chapter 3, the simulated point estimates were
compared against the "true” lower confidence limit poiant IS
estimates for the single—unit systam availability and the ;:
two-unit parallel system availability and reliability. The ;
success of using this Monte Carlo methnd is based upon the ;
E

simulation coverages of the true lower confidence limit point

estimates.

Single~Unit System Availability

The Monte Carlo simulation model was run vo find

5
¥

estimated single—unit asystem steady-state availabilities
using the followirg parameters:

Mean Time Between Failurxre = 100 hours

Mean Time To Repair = 20 hours
Thus, the exact availability is as follows:

Ajg(t) = 100/(1C0 + 20) = ,B8333

The Monte Carlo simulation coverages of this s agle—unit

system steady-state availability are shown in Table I. Again,
all simulations were run for 300 repetitions with 3500 trials

reay repetition.
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Table I.
Rasulta of the Monte Carlo Method of Simulating

Single~-Unit System Availabilitias

| Sample Size ! Actual Covarage (%) |
| ! .98 | .9% } .90 | .83 | .80 |
| 10 | 27.6 | 83.8 | %0.2 | 86.2 | 80.0 |
| 20 | 97.4 | 95.2 | 90.0 | B6.0 | 81.6 |
| 30 | 96.6 | 93.4 | 88.6 | B83.4 | 7&5.8 |
| 50 ] 98.6 | 95.6 , 91.2 | B6.6 | B81.4 |

Two-Unit Parallal System Availability

The Monte Carlc simulation of two-unit parallal system

\9 availabilities used these parameters:
Mean Time FBetwaen Failure = 100 hours
Maap Time To Repair = 20 hours
Testing Time = 173 houxs

The exact availability (A(t) where % is 175 hours) for
the two-unit parallel system is 0.9460. (The exact
availability was found by solving Equation 10 in Chapter 3
uging the above parameters.) fhe Monte Carlo simulation
coverages for this two-—-unit parallel system availability are
s wn in Table 1I. All simulations were run for 500

repetitions with 300 trials pey rapetition.

. z e T TR WP WP O A W A Dot - UL NP TN S W T P P Y . almnduiod y - _ . N i . I I



Table II.
Results of the Monte Carlo Method of Simulating

Two-Unit Parallel System Availabilities

| Sample Size | Actual Coverage (%) |

| | .98 | .95 | .90 | .8% | .80 | :
| 10 i} 96.2 | 93.4 | 90.2 | 86.0 | B81.8 | .
| 20 | 98.8 ! 96.4 | 92.4 | 687.8 | B83.4 |
| 30 | 97.4 | 94.6 | 91.4 | B6.4 | B80.8 | 3
| 50 | 96.4 | 95.6 1 90.4 | B5.8 | 79.8 | |

Two--Unit Parallel System Rel.ability

po— e Ty i Tyt oo i

The Monte Carlo simulation of twn—unit parallel systenm
raliabilities used the fcllowing parameters:
Mean Time Between Failure = 100 hours
Maan Time To Repair = 20 hours
Testing Time = 173 hours
The exact reliability (R(t) where t is 175 hours) is
0.6565. {The exact veliability was found by solving Equation
11 in Chapter 3 using the above parameters.) Table 11X
presents the Monte Carlo simulaticn ccverages for the

two-unitv parallel asystem reliability.
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Table III.
Rasu s of the Monte Carlo Method of Simulating

Two-Unit FParallel System Relialtilities

| Sample Size | Actual Coverage (%) | §i§
s | .98 | .95 | .90 | .85 1 .80 | E;Q
I 10 | 99.6 | 96.6 | 92.4 | 89.2 | 84.4 | f}?
i Z0 | ©9.4 | 97.8 | 94.8 | 90.4 | 87.0 | :1[%
| 30 | 98.8 | 96.2 | 92.4 | 688.5 | B83.8 | E.«
| 50 | 98.8 | 94.8 | B89.6 | B85.4 | B0.8 | <

» .l

.

Summary 1
In summary, Monte Carlo coverages were obtained for the  ;
lower confidence limits for single-unit system availability, ]
"9

the two-~unit parallel system availability, and the two-unit J
varallel system reliabi’ ity. 3
'

.
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V. GopciusiobDs «pG Recommendations

The primary objective of this research is to develc ) an
efficilent Monte Carlo simulation method %o .ind lower
confidence limits for the availabilit%y and reliability of
maintained systems. After analyzing ‘he rexults of vhe
single-unit system availability simulation and the two—-unit

parallel systom availabilitvy and reliability simulation, the

ir o

conclusion ix that this Monte Caxr’o simulation method ins 2
viable and efficient method of simulaving lower confidence
limit sysvem svailability and re..zbility point estimates. o
However, it should be ncted that the coverage of system
reliability lower confidence limits is somewhat high,
although =®till fairly good.

Recommendations for future research include to furtherx
study the Monte Carlo method of aimulati;g systaem reliabilitvy
lowar confidenca limits, tc further study using this Monte L,
Carlo mathod with varying paramebters and diffevent
s1tuations, and, fianally, to desigit and develop an
interactive, user—-friendly progvam which allows varyiug .
inputs for diffevent mainptzined systems.

In conclusion, the more resaarch performed on &courately
and efficisatly simulavtinyg lower confidence limits for system
avairlability and reliability, the more enginaeawnrs can use this
sioolaticon tool to design and develop the most effective and

.

reilable systems snd aguipment powsil  a. Uitiwataly, the




better equipmaent and systems fislded to U. 8. Armed Forces
persconnel , the better the country’s defensive and

war-fighting capabilities will be now and in the future.
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Appendix A

Sampling Method

Ax mentionsd in Chapter 3, "The Montu Carlo Simulation
Modael," sanple Oa, oxr Mean Time Between Failures (MTRFs), and
sample ¢ s, or Mean Time To Repairs (MTTRs), were drawn uning

the chi-—-square distribution as followa:

- 2
e (X ZKB)IZr (A1)

where

XZZr = random numbex drawn from the chi-sgquare
distribution with Zr degrees of freadom

b 4 = gample size

be MTTEs were generated using the same equatvion with sub-
stituted for 9.
tWany muthodes of generating random numbers from the
chi-square distribution are available, but only two methods b

were used in this research. The first method was to directly

genarate chi-square distributed random anumbars using the
International Mathematica. Statistical Library (IMSL) GGCHS
(chi-square random deviate generator) subroutine. The secornd
methnd uwad was to generate a random number using the
chi-square distribution’s reproductive property (Mivamura, o
1962:31%). This method involved summing the absolute value

¢! the natural loegarithm of a uniform (0,1) random number v

(r 19 “he sanple Size) Limes. The uniform random number was .
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generated by the IMSL function GGUEFS which is a basic
uniform (9,1) rardom numbexr generator functicva.

There is virtually no difference batween the two methods
of genarating sbhi-square distributed random numbers. Two
simulations of sample size 10 were run, @ach usiag a
different generation method and the same seed. The resultia

are shown in Table IA and Table IIA.

Table IA.
Comparison of Coverages of the Two Random Number

Generator Methads for the Single-Unit System Availability

| Method | Actual Numbers and Covaerage (%) |
I | .98 | .95 | .90 | .85 1 .80 |
| GGCHS | 97.6 | 93.8 | 90.2 | 86.2 | 80.0 |

| 488 | 468 | 451 | 431 | 400 |

| GGUBFS | 97.6 | 93.8 | 90.2 | 86.2 | 80.0 |
| 488 | 469 | 431 | 431 | 400 |
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Comparison of Coverages of the Two Random Number Genarator

Methods for the Two-Unit Parallei System Availability

R N N W R Wy R O W I W W~ W W v oW m e

Table IIA.

1 Method | Actual Numbers and Coverage (%)

| | .98 | .95 | .%0 | .83 | .80

| GGCHS ! 96.2 | 923.4 | 90.2 | B6.0 | B1l.6

| | 481 | 467 | 4351 | 431 | 408

] GGQUBFS ! 96.2 | 93.4 | 90.2 | 86.0 | 81.8

| | 481 | 467 | 4%1 | 431 | 408
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300

OR

600

Appeadix B
PROGRAM AAAAA

INTEGER A,B,C,D,N,E,R
REAL TTIME, MTBF ,MTTR, CHI2
REAL LAMBDA , MU

REAL ARQTS(%500,5,3)

REAL ANTER(%00,3)

REAL LAMBPR

DOUBLE PRECISICN DSKED

DATA ARQOTE/7300%0.0/
DATA ANTER/1300%0.0/

OPEN(UNIT= ,FILE=’ ")
REWIND(UNIT= )

DSEED = XRXXXXX
TTIME = 1735

N = XX

R = XX

DO 100 A = 1,500
CHIZ = 0.0
DO S00 K = 1,R

CHI2 = ~(LOG(GGUBFS{(DSEED))}; 4+ CHIZ2

CONTIMUE

CALL GGCHS(DSZED,N,R,CHIZ)

MTBF = (CHI2%100)/N
DO 600 E = 1,R

CHIZ2 = ~(LOG(GGUBFS(DSEED))) + CHI2

CONTINUE
MTTR = (CHIZ*20)/N
DC 200 B = 1,500

k N

T R

CALL GNEXP(DSKED,LAMBDA ,MU,MTBF ,MTTR)

LAMBFR = LAMBDA * 2

B2 = ~{(LAMBDA + LAMBPR + MU + MU)

ACl = ((—(B2))#*%2)

AC2 =~ AA(LAMBDAXLAMBPR + LAMPRAMU + MUXMWLU)

AC = BSQRT(AC1 - AC2)
R3 = (BZ + AC)/2
R4 = (B2 - AC)/2

37
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(1-( (LAMBDAXLAMBPR)/ (R3AR4)}))

PAR2 (LAMBDAALAMBFR )/ (R3-R4)

PAR3 ((EXP(R3IATTIME} ) /R3)~( (EXP(RAXTTIME) ) /R4)
AVAL = PARL. -~ (PARZAPAR3!

PAR1

OR
LAMBFR = LAMBDA * 2
BZ = -~ (LAMBDA + LAMBPR + MU)
AC = SQRT(({—~(B2))#*42)- (AXLAMBDAXLAMBPR))
Rl = (BZ + AC)/2
R2 = (B2 - RC)/2
NUMI = (LAMBDA+MU+R1)A(EXP(R1ATTIME))
NUMZ2 = (LAMBDA+MU+R2)*{(EXP(RZ*TTIME))
DEN = R1 - R2
P80 = (NUM1/DEN) - (NUM2/DEN)
NUMZ2 = ((LAMBPR/DEN)#*(EXP(RI1ATTIME)))
NUM4 = ((LAMBPR/DEN)*(EXP(R2*TTIME)))
PS1 = NUM3 - NUM4
REL = PSO + PS1

OR
R3 = MU/ (LAMBDA + MU)
Ré = LAMBDA/ (LAMBDA + MU)
AVALE = RS

ANTER(B,1) = R1 OR ks OR RJ
\e ANTER(B,Z2) = R2Z OR R4 OR R6
ANTER(B,3) = AVAL OR REL OR AVALS

IF (B .EQ. 3500) THEN
CALL ORDER(ANTER)
CALL RROOTS(ANTER,A,AROTS)
ENDIF
200 CONTINUE
100 CONTINUE

FORMAT(TZ,f20.15,2X,F20.13,2X,F20.15)

DO 300 C = 1,500
DO 400 D = 1,5
WRITE(UNIT= ,FMT= )AROTS(C,D,1),AROTS(C,D,2),
AROTS(C,D,3)
300 ~ONTINUE
300 CC...INUE

REWIND(UNIT= )
CLOSE(UNIT= )

STOP
END
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SUBROUTINE GNEXP(DSEED,LAMBDA ,MU,MTBF /MTTR)

INTEGER N,E,R
REAL LAMBDA , MU

REAL MTBF , MT'TR

REAL CHIZ

REAL THETA , PHI
DOUBLE PRECISION DSEED

N = XX
R = XX

CHIZ = 0.0
DO 700 E = 1,R

CHI2 = -(LOG{3GUBFS(DSEED))) + CHIZ2
CONTINUE
THETA = (CHIZAMTBF)/N
LAMBDA = 1/THETA

CHIZ = 0.0
DO 800 K = 1,R
CHIZ = -(LOC{(GGUBFS(DSEED))) + CHIZ
CONTINUVE
PHI = (CHIZ*MTTR)/N
MU = 1/PHI

RETURN
END
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SUBROQUTINE ORDER(INTERM)

INTEGER C,SWITCH

REAL INTERM(300,3)
REAL TEMP1 , TEMPZ2, TEMP3
SWITCH = 1

T T T W W W W N W T T e

WY

10 IF (SWITCH .EQ. 1) THEN
SHITCH = 0
DO 100 C = 2,500
IF (INTERM(C,3) .GT. INTERM(C-1,3)) THEN
TEMP1 = INTERM(C,1)
TEMP2 = INTERM(C,2)
TEMP3 = INTERM(C,3)
INTERM{C,1) = INTERM(C-1,1)
INTERM{C,2) = INTERM(C-1,2)
INTERM(C,3) = INTERM(C-1,3)
INTERM(C-1,1) = TEMP1
INTERM(C~1,2) = TEMP2
INTERM(C~1,2) = TEMP3
SWITCH = 1
ENDIF
100 CONTINUE
GOTO 10
ENDIF
RETURN
END
40
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SUBROUTINE RROOTS(RINTER,A,ROTS)

INTEGER A,C,D

REAL RINTER(300,3),ROTS(500,5,3)
REAL LCB,PROPOR,RNOT1 ,RO0TZ, I

REAL POLATE,DIFF

DO 100 D = 1,5
IF (D .EQ. 1) THEN

I = 430.692
ENDIF
IF (D .EQ. 2) THEN
= 473.68
ENL.S
IF (D .EQ. 3) THEN
I = 430.€6
ENDIF
I¥ (D .EQ. 4) THEN
I = 425.64
EHDIF
IF (D .EQ. 3) THEN
I = 400.62
ENDIF

DO 200 C = 1,300

LCB = RINTER(300,3)
ROOT1 = RINTER{300,1)
ROOT2Z = RINTER(3500,2)

IF (I .LT. C) THEN

--------

B TR
IR

W,
A

T of EAEEE A
. I T I R

PROPOR = 1 ~ (C-1)
POLATE =~ RINTER(C,3) - RINTER(C-1,3)
DIFF = PROPOR * POLATE

LCE = DIFF + RINTER(C-1,3)

ROOT1 = RINTER(C-1,1)

ROOTZ = RINTER(C-1,2)

G0OTO 3CO
ENDIF
200 CONTINUE
300 ROTS(A,D,1) = KQOOT1

ROTS(A,D,2) = ROOT2
ROTS(A,D,3) = LCB

100 CONTINUE

RETURN
END
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This research determined the feasibility and efficiency of a Monte Carlo method of -&F

simulating the lower confidence limits for the availabilities and reliabilities of

maintained systems. The steady-state availebilities of single-unit systems and the
time—constrained availabilities and reliabilities of two-unit parallel systems were
simulated.

First, a baseline of "true" exponentially-distributed Mean Time Between Failures
(MTBFs) and Mean Time To Repalrs (MTTRs) were simulated using the chi-square distribution.
Then other MTBFs and MTTRs were simulated to represent sampling of other systems. The
availabilities and reliabilities were found usipg these simulated MTBFs and MTTRs. Next,
simulated availabilities and reliabilities were ordered, and lower confidence limits were
found. These lower confidence limit point estimates were compzred against the systems'
exact availabilities and reliabilities. Ilastly, the success of this Monte Carlo method
is determined by how well the simulated lower confidence limit availability and reliabilit
point estimaces cover the exact availabilities and reliabilities.
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